

























































	Outline
	Decomposition (Chap.~3)
	Granularity and degree of concurrency (Chap.~3)
	Limits on parallel performance (Chap.~3)
	Processes and mapping (Chap.~3)
	Point-to-point communication cost
	Group communication (Chap.~4)
	Analytical modeling (Chap.~5)
	Speedup (Chap.~5)
	Cost optimality (Chap.~5)
	Scaling (Chap.~5)
	Maintaining parallel efficiency (Chap.~5)
	Isoefficiency metric (Chap.~5)
	More about isoefficiency metric
	Serial fraction (Chap.~5)
	MPI programming (Chap.~6)
	MPI basics (Chap.~6)
	Overlap communication with computation (Chap.~6)
	OpenMP programming (Chap.~7)
	The programming model of OpenMP (Chap.~7)
	The memory model of OpenMP (Chap.~7)
	Practicalities
	Matrix-vector multiplication (Chap.~8)
	Matrix-matrix multiplication (Chap.~8)
	Solving a system of linear equations (Chap.~8)
	Parallel sorting (Chap.~9)
	Parallel graph algorithms (Chap.~10)
	About the exam

